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ABSTRACT

We consider the problem of minimizing the energy needed
for data fusion in a large scale sensor network by varying
the transmission times assigned to different sensor nodes.The
optimal scheduling protocol is derived, based on which, we
develop a low-complexity inverse-log scheduling algorithm
that achieves near-optimal energy efficiency. To eliminatethe
communication overhead required by centralized scheduling
protocols, we also develop a distributed inverse-log protocol
that is applicable to networks with a large number of nodes.
Simulations demonstrate that this distributed schedulingpro-
tocol achieves substantial energy savings over uniform time
division multiple access protocol.

1. INTRODUCTION

A wireless sensor network typically consists of a large
number of sensor nodes distributed over a certain region.
Each node monitors its surrounding area, gathers application-
specific information, and transmits the collected data to a
“master” node (a.k.a. fusion center or gateway). A sensor
node may need to operate for years relying on a tiny battery.
It is therefore important to optimize the energy efficiency of
all sensor operations, which include sensing, computationand
communication.

It is known that the energy required to transmit a certain
amount of information is exponential to the inverse of the
transmission time [Berry and Gallager, 2002]. This power-
delay tradeoff principle has been applied to the design of
energy-efficient packet scheduling protocols for multiuser
communication networks [El Gamal et al., 2002], where an
iterative MoveRight algorithm was proposed and was shown
to converge to the optimal schedule.

The MoveRight algorithm however, is extremely compli-
cated and requires knowledge of all users’ channels as well as
their queue lengths. In this paper, we will develop optimal and
suboptimalcentralized scheduling protocols that have much
lower computational complexity. To avoid the communication
bandwidth and power overhead required by centralized pro-
tocols, we will also design adistributed scheduling protocol,
in which each sensor needs only to know its own channel
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and queue length. We will demonstrate that this distributed
protocol performs very closely to the optimal scheduling in
large-scale networks.

2. PROBLEM FORMULATION

Suppose a fusion center needs to collect information from
N sensors within the time interval[0, T ]. We assume that the
nth sensor has a data sequence ofBn bits to transmit, the
channel between it and the fusion center is flat fading with
constant coefficienthn over [0, T ], and the noise is additive
white Gaussian.

Supposing without loss of generality that the communi-
cation channel bandwidth is1, and a time interval ofTn
is assigned to sensorn, then the minimum transmission
power Pn needed to transmitBn bits within this interval is
determined by the channel capacity:

Tn log2

(

1 +
Pn|hn|

2

N0

)

= Bn, (1)

whereN0 is the noise power spectral density. The energy
consumption (normalized by the noise power) of thenth node
is therefore

En :=
PnTn
N0

=
Tn
|hn|2

(

2
Bn

Tn − 1
)

. (2)

Our objective is to find a set of time allocations{Tn}Nn=1 for
all N sensors, such that the total energy consumption over
T =

∑N

n=1 Tn is minimized.

3. ENERGY-EFFICIENT PROTOCOLS

3.1 Optimal Scheduling.

The optimal schedule can be obtained using Lagrange’s
multiplier method:

1

|hn|2
2

Bn

Tn

(

1 −
Bn
Tn

loge 2

)

= λ, n = 1, . . . , N, (3)

whereλ is determined by the constraint
∑

n Tn = T .
In Fig. 1, we plot (in dB) the energy gain of the optimal

scheduling over uniform TDMA (T1 = · · · = TN ) for net-
works of 100 and10 sensors, respectively. In this simulation,
we assume thatB1 = · · · = BN . We observe that compared
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Fig. 1. Energy gain of optimal scheduling

with the uniform TDMA, the optimal scheduling reduces the
total energy consumption by more than8dB at high data rates.
When the total data rate is less than1bits/s/Hz, the energy
saved by optimal scheduling is insignificant, but it increases
quickly as the demand on the total data rate increases.

3.2 Inverse-log Scheduling with Clipping.

Focusing on the case of largeB/T where the potential
for power savings is largest, we derive the following low-
complexity algorithm:

Tn =

{

T ′
n 0 < T ′

n ≤ Bn

B
KαT

Bn

B
KαT otherwise

, (4)

where T ′
n := Bn

log2(λ|hn|2) and Kα > 1 is a predetermined
clipping threshold.

3.3 Distributed Inverse-log Scheduling.

To eliminate the bandwidth and power overhead required by
the above two centralized protocols, we develop an adaptive
distributed scheduling protocol for large-scale sensor networks
(details can be found in the journal version).
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Fig. 2. Performance of the distributed scheduling algorithmwith Poisson-
distributed queue lengths (N = 100)

In Fig. 2, we simulate a network withN = 100 sensors.
The channel fading is assumed to bei.i.d. Rayleigh, and the
amount of data in each sensor’s buffer is Poisson distributed.
We observe that the proposed scheduling algorithms achieve
energy gain as much as20dB over traditional TDMA, which
corresponds to99% energy savings. The simple distributed
inverse-log protocol, which requires only local queue and
channel information, achieves close-to-optimal energy effi-
ciency.

4. PERFORMANCE ANALYSIS

Proposition 1: Assume that i) the channels between the sen-
sors and the fusion center experience i.i.d. Nakagami-m
fading; and ii) the amount of backlogged data at each sensor is
Gaussian distributed (NBn/T ∼ N (B̄/T, σ2

B)). With ψ(m)
denoting the Digamma function, the asymptotic (for large B̄/T
and N ) energy gain of the inverse-log scheduling with clipping
over traditional TDMA is

G :=
E

(u)
tot

Etot
=
eψ(m)

m− 1
2

loge 2

2
σ2

B . (5)

Proposition1 explains the behavior of the energy gain of
the proposed scheduling protocols at high data rate in Fig. 2.
In obtaining Fig. 2, we have assumed thatBn is Poisson
distributed, which means thatσ2

B increases linearly as̄B
increases. Since the Poisson distribution can be approximated
by a Gaussian when its mean is large, (5) predicts that at high
data rates, the energy gain should grow linearly (in dB) as the
average data rate increases. We confirm from Fig. 2 that this
prediction fits the simulation well.

5. CONCLUSIONS

We developed centralized and de-centralized energy-
efficient scheduling protocols for sensor fusion. By assigning
longer transmission times to sensors experiencing worse chan-
nel conditions, we significantly improve the energy efficiency
of the data fusion operation. To analyze the energy consump-
tion performance of the inverse-log algorithm, we computed
its asymptotic energy gain over traditional TDMA. We showed
that the energy gain of the proposed approach increases as
the channel variations among different sensor nodes increase.
When the total data rate of a network is high, the energy
gain does not depend on the total data rate, but increases as
the variation among different nodes’ queue lengths becomes
larger.
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